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Figure 1: Left: Naive uniform sampling exhibits artifacts and loss of structural information due to undersampling. Middle: Our
gradient traversal method, operating within a comparable computational budget, demonstrates improved fidelity in regions of
high data variance. Right: Ground truth image for reference. All images represent single-iteration results without temporal
accumulation.

Abstract
We present a novel gradient traversal algorithm for real-time vol-
ume rendering of large, unstructured, dense datasets. Our key con-
tributions include a two-pass approach consisting of a gradient
estimation pass with random offsetting and a divergent gradient
traversal refinement pass, achieving significant improvements over
traditional methods per traversal step. By leveraging modern GPU
capabilities and maintaining uniform control flow, our method en-
ables interactive exploration of complex, dynamic, unstructured
volumetric data under real-time constraints, addressing a critical
challenge in scientific visualization and medical imaging.
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1 Introduction
Real-time volume rendering of large, unstructured, dense datasets
remains a significant challenge in scientific visualization and medi-
cal imaging [Sarton et al. 2023]. Traditional approaches often rely
on acceleration structures, which are challenging to update for
dynamic data, provide limited acceleration when visualization re-
quires traversal through the entire intersection segment of the ray
and the volume, and can be memory-intensive [Sarton et al. 2020].

We present a novel compute-optimized gradient traversal algo-
rithm to address these limitations and enable real-time rendering
of complex volumetric data without acceleration structures. Our
approach leverages modern GPU capabilities through workgroup
optimization, maintaining uniform control flow to determine re-
gions of interest collaboratively. Key advantages include:

• Elimination of memory overhead and preprocessing time
• Reduced execution divergence with expanded search space
• Efficient use of workgroup memory and atomic operations

2 Method
Our method consists of a two-pass approach: a uniform gradient
estimation pass with random offsetting, followed by a divergent
gradient traversal refinement pass.
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Algorithm 1 Gradient Estimation and Traversal

1: 𝑡 ← RandomOffset()
2: for 𝑖 ← 1 to num_initial_steps do
3: 𝑝 ← eye_pos + ray · 𝑡
4: ∇𝑓 (𝑝) ← EstimateGradient(𝑝)
5: if ∥∇𝑓 (𝑝)∥ > threshold then
6: AddROI(𝑝)
7: end if
8: 𝑡 ← 𝑡 + step
9: end for
10: CollaborativeSortAndMergeROI()
11: 𝑡 ← 0
12: color← 0
13: while 𝑡 < max_dist and not_terminated do
14: 𝑝 ← eye_pos + ray · 𝑡
15: if IsInROI(𝑝) then
16: sample← SampleVolume(𝑝)
17: AccumulateColor(sample, color)
18: end if
19: 𝑡 ← 𝑡 + step
20: end while
21: return color

2.1 Gradient Estimation
We employ random offsetting to expand search space across spa-
tially correlated rays. For each ray, we first generate a pseudo-
random offset 𝛿 to jitter the initial sampling position. Then, the
gradient at each sample point is estimated using central differences:
∇𝑓 (𝑝) ≈ 𝑓 (𝑝+ℎ)−𝑓 (𝑝−ℎ)

2ℎ where ℎ is adaptively adjusted based on
local volume properties.

2.2 Gradient Traversal
The refinement pass with gradient traversal focuses on regions
of interest identified in the first pass. The traversal algorithm ad-
justs the step size based on the magnitude of the local gradient:
step_size = base_step · (1 − 𝛼 ∥∇𝑓 (𝑝)∥) where 𝛼 is a user-defined
parameter controlling the adaptation strength.

3 Implementation
Our implementation leverages Vulkan in a C++20 codebase, with
shaders written in GLSL. A single compute shader executes both
passes, reducing host-device synchronization. We utilize GPU exe-
cution primitives such as subgroup operations, workgroup memory,
and atomics to maximize utilization and minimize divergence. Key
optimizations include:
• Data-independent loop structures for uniform control flow
• Workgroup collaboration using atomic operations, broad-
casts, and efficient use of sharedmemory for gradient caching

4 Results
Experimental early evaluation shows that our method effectively
balances quality and performance. The initial gradient estimation
pass efficiently identifies regions of interest, while the refinement
pass allocates computational resources to the most visually impor-
tant areas. For example, when rendering a biological sample, our

method preserves structures within a single rendering iteration
while similar performance uniform stepping skips over details.

Our method exhibits strong consistency across different GPU
architectures. Testing on laptop-class M1, RTX 3060, and 4060 GPUs
demonstrated consistent quality improvements of 1.5x-1.7x PSNR
over baseline uniform step sampling at only 1.1x compute budget.

Table 1: Comparison of PSNR values (dB) and Execution
Times (ms) for gradient traversal and naive methods at
different sample sizes.

Samples Gradient Traversal Naive

PSNR (dB) Time (ms) PSNR (dB) Time (ms)

16 39.68 3.30 29.48 2.90
64 52.26 5.90 36.52 4.50

5 Conclusion and Future Work
We have presented a novel gradient traversal algorithm for the
real-time rendering of large, unstructured volumetric datasets. Our
method leverages modern GPU capabilities to increase image qual-
ity within the same computational budget, enabling interactive
exploration of complex data in applications such as live medical
imaging and scientific visualization.

Future work includes exploring integrating machine learning
for better initialization [Weiss et al. 2022], trying to model uniform
value fields, extending for iterative refinement, and dithering of
collaborative workgroup region boundaries to improve perceived
image quality spatiotemporally. Making the algorithmmore accessi-
ble by integrating it into common open-source volume visualization
packages is also an important direction [Wald et al. 2024].
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